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GLOSSARY 

ACRONYM DESCRIPTION 

AAI  Authentication and Authorization Infrastructure 

ALIEN4CLOUD Application LIfecycle ENablement for Cloud (cf. http://alien4cloud.org) 

API Application Programming Interface 

DDI Distributed Data Infrastructure 

HEAPPE High-End Application Execution Middleware  

HPC High-Performance Computing 

HPDA High-Performance Data Analytics 

IRODS Integrated Rule-Oriented Data System 
https://irods.org/ 

OAI-PMH Open Archive Initiative Protocol for Metadata Harvesting 

SCP Secure Copy 

SSH Secure Shell 

TOSCA Topology and Orchestration Specification for Cloud Applications (by OASIS, cf. 
http://docs.oasis-open.org/tosca/TOSCA/v1.0/os/TOSCA-v1.0-os.html) 

VM Virtual Machine 

YORC Ystia Orchestrator (https://ystia.github.io/) 
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EXECUTIVE SUMMARY 

The LEXIS project, by month 15 of its activities, has deployed a wealth of hardware and software components. These 

components will help to turn the LEXIS vision of an ecosystem for optimised Cloud-HPC-HPDA workflows into 

reality. In D3.2, key components of LEXIS are made available in the form of a demonstrator. The installed hardware 

is shown and explained in the form of a video clip in order to make its capabilities clear. For the software and system 

components, test systems are deployed (e.g. Distributed Data Infrastructure test cluster and API preview systems), 

where access can be granted to interested parties. The portal of the LEXIS platform will be opened to the public 

(appropriate sections) when the LEXIS Open Call is issued. This deliverable does not discuss or demonstrate the 

LEXIS project web page1, which is an important public component of LEXIS, but not considered a “LEXIS technical 

system”. 

Position of the deliverable in the whole project context 

The deliverable describes the publicly available demonstration components (e.g. for dissemination purposes – 

WP9), and is thus complimentary to D3.3 [1], where technical details of the installed components are brought 

together. D3.2 and D3.3 thus represent the “Beta version of LEXIS technologies” (Milestone MS03, M15). The 

current system status reflects that the technologies/components presented in D2.2 [2] and the storage systems 

discussed in D3.1 [3] have been successfully integrated. MS3, D3.2 and D3.3 have a particular focus on the DDI, 

which must begin to interact with the orchestration system in order to allow for data transfers between itself and 

the HPC/Cloud systems. 

Description of the deliverable 

D3.2 begins with a short introduction and list of components, as they are described in D3.3. It then goes on 

describing the different demonstrator components: 

• Novel computing systems at IT4I and LRZ (Section 2.1), 

• Workflow-Management Solutions – Integration of Yorc and HEAppE (Section 2.2), 

• Video on LEXIS storage systems (Section 2.3),  

• Preview of public parts of the LEXIS web portal (Section 2.4). 

The deliverable closes with a short summary (Section 3). We remark that this report is only an addition to the actual 

demonstrator components to be delivered.  

 
1 LEXIS project web page: https://lexis-project.eu/web/  

https://lexis-project.eu/web/
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1 INTRODUCTION – LEXIS COMPONENTS 

In this deliverable, outstanding LEXIS system components are picked for demonstration, and it is described in the 

way they can be demonstrated to the public. In parts, the actual demonstrators are publicly accessible 24/7 – as it 

is the case with YouTube videos, for example. Other components, such as the DDI test system can only be accessed 

on request, with possible time and audience limitations (e.g. to colleagues in the field) for security reasons. 

Table 1 lists all LEXIS systems as discussed in D3.3, indicates the availability (or unavailability) of a respective 

demonstrator component, and refers to the later sections of the present deliverable where the demonstrator 

components are described. 

COMPONENT DEMO
? 

SHORT DESCRIPTION OF DEMO CF. D3.3 
SECTION 

SEE SECTION 
BELOW 

Burst Buffers Y Novel computing systems at IT4I and LRZ 2.1 2.1 

AAI Machines N - 2.2 - 

Storage Systems, 
Management VMs/Systems 

Y Novel computing systems at IT4I and LRZ 2.3 2.1 

Cloud and Accelerator 
Nodes, HPC Systems used  

Y Novel computing systems at IT4I and LRZ 2.4 2.1 

Network N - 2.5 - 

LEXIS AAI System (Keycloak) N - 3.1 - 

DDI – Core Y Small DDI test system on LRZ Compute Cloud 
(time-limited access to researchers in the field 
on request). 

3.2.1-
3.2.5 

2.3.1 

DDI – APIs Y Access via web browser for listing datasets on 
a test cluster, prospectively also served as a 
standard OAI-PMH catalogue. 

3.2.6-
3.2.7 

2.3.2 

LEXIS Workflow & Code-
Execution MGMT 

Y Publicly-accessible GitHub repositories and 
web pages with documentation for 
functionality preview. 

3.3 2.2 

LEXIS Portal and Monitoring 
Software Components 

Y Public sections of LEXIS portal. 3.4 2.4 

Remote Visualisation N - 3.5 - 

LEXIS Pilot Software 
Components 

N - 3.6 - 

Table 1 - LEXIS infrastructure components as presented in D3.3, and demonstrators. 
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2 DEMONSTRATOR COMPONENTS 

   NOVEL COMPUTING SYSTEMS AT IT4I AND LRZ 

Offering high-profile hardware, as installed for LEXIS, as a direct demonstrator to the public is not straightforward.  

IT4I and LRZ have thus decided to create an attractive video, introducing the supercomputing centres and server 

rooms and showing LEXIS hardware and installation work there. Systems shown include Burst Buffers, Storage, 

Cloud and HPC systems. The video is made publicly available on the LEXIS YouTube Channel2  

Complementary to this visual material, a press release3 has been issued containing some technical details and 

presenting the LEXIS strategy.  

   LEXIS WORKFLOW-MANAGEMENT SOLUTIONS (YORC AND HEAPPE) 

LEXIS Workflow-Management solutions centre around Yorc (Ystia Orchestrator, including Alien4Cloud and other 

components) and HEAppE (High-End Application Execution Middleware). These pieces of software are discussed in 

Deliverable D3.3 and thoroughly described in Deliverable D4.2 [4] on the Design and Implementation of the HPC-

Federated Orchestration System. 

2.2.1 Yorc 

Yorc, Ystia orchestrator4, provides a platform allowing to deploy applications modelled in TOSCA (Topology and 

Orchestration Specification for Cloud Applications) on Hybrid HPC/Cloud infrastructures. TOSCA is a standard 

language from the OASIS consortium to describe an application made of components, with their relationships, 

requirements, capabilities, and operations. Workflows - sequences of operations involving application components 

- can be executed and monitored by the Orchestration system. 

Its front-end, Alien4Cloud5, provides a studio allowing to create applications from an extensible catalogue of TOSCA 

components, deploy these applications, run and monitor workflows. 

Both the Ystia and Alien4Cloud GitHub pages provide extensive information on the software and easy instructions 

to install the software. 

Before the LEXIS Portal can be used to run workflows, an internal test system is installed at LRZ. It allows to create 

hybrid Cloud/HPC applications. Such applications are made of Jobs that Yorc submits on the LRZ/IT4 HPC 

infrastructures through HEAppE and of software components that Yorc installs and starts on Virtual Machines that 

it creates on the IT4I/LRZ OpenStack infrastructures. 

Using this internal test system, LEXIS partners can design their application like shown below in the Alien4Cloud 

Application Builder, selecting components (node templates in TOSCA terminology) from a catalogue of components 

in the right pane, and dragging/dropping these components in the main pane, then drawing relationships between 

components to describe how a requirement of a component is fulfilled by the capability of another component, as 

shown in the following screenshot of the Application Builder (Figure 1): 

 

 
2 LEXIS YouTube Channel: https://m.youtube.com/channel/UCiU3w-dw9-eaOCD4Zlf8qVw/videos (publicly available from Q2 
2020) 
3 LEXIS press release: https://lexis-project.eu/web/press-releases  
4 Ystia orchestrator: https://ystia.github.io/  
5 Alien4Cloud: https://alien4cloud.github.io/  

https://m.youtube.com/channel/UCiU3w-dw9-eaOCD4Zlf8qVw/videos
https://lexis-project.eu/web/press-releases
https://ystia.github.io/
https://alien4cloud.github.io/
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Figure 1: Alien4Cloud Application Builder. 

 

A Workflow Builder then allows to build sequences of operations to execute on these components, as shown in the 

following screenshot (Figure 2): 

 

Figure 2: Alien4Cloud Workflow Builder. 

Once done, this application can be deployed, its workflows are executed and monitored from this front-end. 

All these orchestration functions are also available through an API that will be used by the LEXIS portal. 
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For additional details, the reader is referred to deliverable D4.2 (Design and Implementation of the HPC-Federated 

Orchestration System - Intermediate). 

2.2.2 HEAppE middleware 

Home page of the HEAppE Middleware project is located at http://heappe.eu. Besides the code and 

documentation, the swagger’s REST-API description & demonstrator is automatically available for each deployed 

middleware instance: IT4I’s6 and LRZ’s7 (see a screenshot in Figure 3). 

 

Figure 3: HEAppE REST API swagger description 

 DISTRIBUTED DATA INFRASTRUCTURE DEMO SYSTEM 

2.3.1 Low-level access 

On the LRZ Compute Cloud, a demonstration system has been installed, consisting of two iRODS zones (simulating 

LRZ/IT4I) with one iRODS-provider-server and one client machine for each. 

Access can be given on request for two weeks maximally, by creating a local user on the client systems and a 

corresponding iRODS user. The Client system is then reachable via SSH private-/public-key access via the internet, 

so that the requesting person can try out whatever he likes on the system. Original system images are retained such 

that all four machines can be reset afterwards.  

The user transfers his own data via SCP to the machines, where he can ingest them into iRODS. 

 
6 IT4I HEAppE Middleware REST API: https://heappe.it4i.cz/lexis/index.html  
7 LRZ HEAppE Middleware REST API: https://heappe.lexis.lrz.de/lexis/index.html  

http://heappe.eu/
https://heappe.it4i.cz/lexis/index.html
https://heappe.lexis.lrz.de/lexis/index.html
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A video showing the system in action, more of interest to researchers than a general public, has been put on 

Zenodo8, and a screenshot is displayed below (Figure 4). The video shows DDI in action -  the left-hand and right-

hand virtual machines both access the data in projtest001/GFS on the “IT4I Zone” and “LRZ zone” of the test-DDI  

(irods-lexis-demo-new-3 reads, irods-lexis-demo-new-4 writes). The video will be refined in the next few months 

and then also be put on the LEXIS YouTube Channel mentioned in Sec. 2.1. 

 

 

Figure 4: Snapshot from LEXIS video showing the DDI in action 

2.3.2 APIs 

A machine where API-based access to the LEXIS DDI can be demonstrated has been set up at: https://lexis-

ddi.srv.lrz.de.  

This machine runs the data-listing API and shows the user a list of datasets, where a selection can be made via the 

API. In this way, interested parties can gain a glimpse on the prospective style of LEXIS Data System APIs. A 

screenshot of this, based on mock data sets, is shown in Figure 5. 

 
8 LEXIS video at ZENODO: https://doi.org/10.5281/zenodo.3733761  

https://lexis-ddi.srv.lrz.de/
https://lexis-ddi.srv.lrz.de/
https://doi.org/10.5281/zenodo.3733761
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Figure 5: Screenshot showing the response of the data-listing API (first version) with mock data. 

   WEB PORTAL DEMONSTRATOR COMPONENTS 

The LEXIS WP8 Portal provides access to LEXIS Infrastructure and Data Sets, such that interaction with datasets is 
facilitated, and controlling and monitoring job deployment are possible. Internal demonstrators for this portal have 
been made in the form of wireframes, as shown below.  

As the LEXIS Portal will be used in the Open Calls, the LEXIS Portal will in the coming months be made open and 
publicly accessible. The functionality provided by the portal will clearly be limited for users which have no access to 
HPC resources, but e.g. public datasets can be listed and the user-friendly approach to HPC/Cloud/Big Data will be 
conveyed. 

2.4.1 Initial version of the Portal 

An initial internal version of the LEXIS portal was provided in M10 of the project; this had minimal support for 
Keycloak based login, adding information to user profiles, creating an organization that a user is affiliated with, etc. 

The initial variant of the LEXIS Portal provided support for the listing Data Sets and associated meta data within the 
LEXIS DDI. More specifically, it provided support for interacting with an initial iRODS deployment which contained 
sample data, and which could be shown within the portal interface. 

2.4.2 Portal Revision R2 - Wireframes 

The WP8 team is working on R2 of the portal to be delivered in M15. This release will contain enhanced capabilities 

for interacting with the LEXIS DDI. More specifically, it will differentiate between: 

• public data, 

• project specific data, 

• private data - available to a single user, 

and provide support for listing and viewing data of the above types. An example of a wireframe of this work can be 

seen in  Figure 6. 
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Figure 6: Mockup (Wireframe) of DDI interaction for the LEXIS Portal Release R2 (under construction). 

 

 

  



 LEXIS: Large-scale EXecution for Industry & Society 

 13/15 
D3.2 | Mid-Term Infrastructure 

 

 

LIFETIME: Leading-edge Instruments for FET Impact Measurement and Evaluation 

3 SUMMARY 

This deliverable has centred on our efforts to give internal and external interested parties a grasp on LEXIS 

technology, i.e. installed hard- and software systems up to M15. To this end, videos, systems, and documentation 

hubs have been put together. This report just contains links and pointers to the actual demonstrator components. 

Novel computing systems have been installed at IT4Innovations and LRZ. In order to present them in an easy way 

to the wider public audience, we have decided to produce a public video and press release about these computing 

systems. The Orchestration component of the platform (centred around HEAppE and Yorc) is presented in 

repositories, with user-friendly documentation, and instructions for everyone interested to do local demo 

installations. HEAppE also features REST-API definition/demo pages, as the DDI does. The lower-level DDI 

demonstration focuses on a test system, which is accessible on request and presented in a public, commented 

screen video. For the “face of LEXIS”, the LEXIS portal, finally, wireframes are available for demonstration purposes 

and a public section is being prepared. 

We are confident that with the components presented, we have found an adequate and attractive way to spark 

the interest in the LEXIS platform. Clearly, as LEXIS matures, also the demonstrator components will reflect the 

advanced status and thus become a tool to show the project’s progress to the public. 
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